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Abstract:	

	Bayesian	methods	have	shown	to	be	very	successful	and	attractive	approaches	in	
Machine	 Learning,	 thanks	 to	 the	 natural	 representation	 of	 uncertainty	 in	 real	
problems,	 the	 automatic	 control	 of	 overfitting,	 and	 the	 intuitive	 modeling	 of	
semantics	through	the	use	of	latent	variables	and	graphical	models.	In	most	cases,	
Bayesian	approaches	have	 to	deal	with	 the	 inference	of	posterior	probabilities	of	
latent	 variables	 given	 data,	 in	 order	 to	 make	 predictions	 for	 future	 cases	 or	 to	
perform	 model	 selection	 as	 well.	 Unfortunately,	 in	 most	 of	 the	 real	 cases,	 the	
estimation	 of	 those	 posteriors	 is	 intractable,	 forcing	 us	 to	 use	 approximate	
inference	methods.	 In	 this	 talk,	we	will	 learn	 about	 Variational	 Inference,	 a	 very	
powerful	 tool	 that	 cast	 posterior	 approximations	 as	 an	 optimization	 problem,	
where	 simpler	 families	 of	 distributions	 are	 used	 to	 approximate	 true	 posteriors	
through	 the	 optimization	 of	 a	 lower	 bound	 on	 the	 marginal	 likelihood.	 We	 will	
explore	 the	 basics	 on	 Variational	 Inference,	 we	 will	 see	 some	 real	 applications,	
what	are	the	main	limitations	today,	and	what	is	the	focus	of	future	research	in	this	
field.	
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