fifm  CMM T

Beauchef 851, edificio norte, Piso 7

Center for Santiago, Chile
AT pESgens : P 00
U‘N\VFRS\DADI DE CHILE Mathematlcal
o Tel. +56-2 2978 4870
Modeling

SEMINARIOS LECTURA PAPERS COVID19
Expositor: Jaime Ortega (CMM-DIM, U. de Chile)

Titulo: “Modelos para comportamiento social en crisis” (ver cap 4 del libro adjunto).

Miércoles 20 de mayo a las 15:30 hrs. Modalidad Via Online.
URL: https://uchile.zoom.us/j/82536907920

4 Y i .
\ / N\
\
\ /
c / . \ Gobierno de Chile
/ N\ /o N \
N 1 AN \ -



Chapter 4
BOLTZMANN-Like Equations

4.1 Introduction

In the following we will assume to be confronted with systems that consist of N
elements (subsystems) c. If the dynamics of the system is mainly given by pair inter-
actions of the elements (like e.g. in a rarefied gas) it is plausible to use BOLTZMANN
equations for its description. A typical example of application is a chemical reaction

B+C = BC 4.1)

where the different states x, € {B, C} distinguish whether an atom « is bounded
or not (cf. [11, 167]). Apart from pair interactions, the more general ‘BOLTZMANN-
like equations’ additionally take into account spontaneous transitions and are the
main topic of Chaps. 9 and 10. Interrelations and differences between spontaneous
transitions and direct pair interactions will be discussed in detail in Sect. 4.5.

The BOLTZMANN equation, like the master equation, has a structure of the form
(3.1). However, the flows of the BOLTZMANN equation are proportional to the prob-
abilities of the states of both interacting subsystems. They depend on the square
of the probability distribution and thus the solution is difficult. In the case of the
gaskinetic BOLTZMANN equation the stationary solution can be found by means of
the H-theorem. An evaluation of the time-dependent solution is usually very com-
plicated and bases, in most cases, on a recursive method.

The derivation of the BOLTZMANN-like equations can be subdivided into the
following steps: First, we combine the states

th :(xal’---,xai’---,xoem)tre)/ot (4'2)

of all N elements « in the state vector

X=(0.., X, .. ) =1, Xy oo xy)¥ 4.3)

of the total system which has M components (M := mN, I := (a, i)"). ¥, means
the set of all possible states x of element & and will be denoted as y,-space. For
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84 4 BOLTZMANN-Like Equations

reasons of simplicity we have assumed by (4.2) that the state space y,, has the same
dimension m for each subsystem. This is no restriction since, if a system can be
characterized by a smaller number m, < m of variables, the surplus components
Xqj Withmy < j < m can be set to zero.

Next we confine ourselves to spontaneous transitions and pair interactions, i.e.
simultaneous interactions between three or more subsystems will be neglected
(though a treatment of these is also possible; cf. Sect. 5.4 and [40, 41, 277]). The
resulting equations can be reduced to equations for the probability distributions
P, (xq, t) of the subsystems « but they depend on the pair distribution functions
Popg(xq, xg; t). In order to obtain closed equations we assume the factorization of
the pair distribution functions (i.e. the statistical independence of the elements).
Corrections for cases where this assumption is not justified are the topic of Sect. 5.4.

Finally, if we distinguish only a few fypes a of elements, the number of equations
reduces drastically. The result are the BOLTZMANN-like equations.

4.2 Derivation

First, for the derivation of the BOLTZMANN-like equations from master equation
(3.5) we introduce the vectors

X% :=(0,...,0,x,,0,...,007", (4.4)
Xk = Xk:X“" : 4.5)
i=1
and
Yoy oy 1= X — X% 4y (4.6)

They allow the decomposition of the transition rates

Wo, (Y[ XYT5 t) if X' =Y,
Wotlozz(Yalalealaz; 1) if X' = K)tlaz

wX'|X;1) =1 : 4.7)
War g (V1Y X 1) X = Yoy

0 otherwise

into contributions

Woel...oek(Yalmak |Xalmak; 1) = Waq ..ok (yoel s oo Yoy |xa1 S ) 1) (4.3)
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which describe the interactions between k subsystems. In order to exclude self-
interactions of an element we set

Way..ap =0 if two subscripts «;, o agree. 4.9)

For most chemical reactions [11, 167] and many other cases the contributions
with k < 2 are the most important ones because simultaneous interactions between
three or more elements are rare. Hence the terms with k > 2 will be neglected in the
following. Then master equation (3.5a) obtains the form

d

EP(X’ 1)
-y [wﬁ(xﬂlyﬁ; DP Y. 1) — we(YPIXP: ) P(X, t)]
B Y
1
320 [y PPV )P (¥, 1) = gy VPV 1XPY 1) P (X, 1)]
By Ypy
-3y I:Wﬂ(Xﬁ|yﬂ; 0P (Ys. 1) — wp (ylg; 1) P(X, t)]
B

1
T 5 Z Z I:Wﬂy(xﬂ, xy')’ﬂ, Yys I)P(Yﬂy, [)
B.y YB:Yy

— way O Yylxg, x5 P (X, t)] . (4.10)

The factor 1/2 results from

> =% > @.11)

O yenny A T, (277
(o <+ <o) (a; #a )

and ensures that identical transitions will not be counted twice. (There exist k! per-
mutations (interchanges) (B1, ..., Px) of the k elements «; € {«y, ..., ar}).
Now let us introduce the multi-particle distribution functions

Pal...ak(xal, <o Xoys 1) = Z Pal...ﬂ...ak(xal’ cees XBy e Xays t) (4.12a)
Xp
for the k particles «y, ..., ax and introduce the notation
P nOep, ..o xnst) = P(xg, ..., XN 1), (4.12b)

The summation of (4.10) over all xg € y with B # « (using relations which are
analogous to (3.94)) leads to
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d
EPa(xou 1) = ; I:Wa(xozlyoz; DPy(Yast) — Wo (Yalxes 1) Po(Xa, t):l

15 31D 3) 3) BRI
Ya B B X

=Y D0 wap(ar Ylxa, Xp3 1) Pop (Xars X5 t)] (4.13)

B B X

with

Z Py(xg,t) = 1. (4.14)

Due to the dependence on the pair distribution functions Pyg(xq, xg; t) Eq. (4.13)
are not closed. The equations for the pair distribution functions which can be
derived from (4.10), however, depend on the three-particle distribution functions
Pugy (Xa, Xg, Xy ; 1) etc. As a consequence, a hierarchy of non-closed equations (cf.
[170], pp. 74ff.) results so that an approximation becomes necessary. Assuming a
factorization of the pair distribution functions of the form

Pop(Xa, X3 1) ~ Py(Xa, 1) Fg(xg, 1) (4.15)

we arrive at the closed equations

P ) = 3 [l 0 Pur, 1) = e Ot 1) P )|

Ya
+Z[(Zzzwaﬁ(xa’xﬂb’a’yﬁ?t)Pﬂ(yﬂ’f)>Pa(ya,l)
Ya B B X
_(Zzzwaﬂ()’as)’ﬂ|xa,xﬁ§I)Pﬂ(xﬁ,t)>Pa(xa,l)]
B B B

(4.16)

(cf. [170], pp. 72ff., and [25, 93, 94, 162, 224, 240]). wy (yq |Xq; t) describes spon-
taneous or externally induced transitions of element o from state x, to state y,.
Wapg (Vo> Y8l Xa, Xg; t) reflects pair interactions between two systems o and 8 due to
which their states change from x, and xg to y, and yg respectively. Introducing the
effective transition rates

W 1) = we (s ) 4 Y Y wep(x LY X,y OBy, 1) . (417a)

By Y
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Eq. (4.16) can be cast into the simple form

%Pa(x, n=Y" [w“(x|x’; Py (', 1) — w® (x| x: 1) Py (X, r)] . (417b)

x/

Factorization assumption (4.15) is exactly valid only if two arbitrary subsystems o
and B are statistically independent. 1t is approximately justified if the interactions
are weak (wqg ~ 0) or if the correlations between two subsystems « and B due
to pair interactions are soon destroyed (cf. also (5.20)). Equation (4.15) is often
substantiated by the assumption of ‘molecular chaos’ [154] (cf. Sect. 10.3.4). For
the case that (4.15) is violated there exist methods for the calculation of corrections
(cf. [25, 54]). Moreover, a generalization of the above equations to simultaneous
interactions of arbitrarily many elements is possible (cf. Sect. 5.4).

4.3 Subdivision into Several Types of Subsystems

Usually the immense number N of subsystems « can be divided into A fypes a
which are characterized by certain properties, e.g. by the kind of interaction. In
example (4.1) one type of subsystems would consist of the molecules of sort B and

a second one of the molecules of sort C.
Now let N, be the number of elements « € a (i.e. of type a). Then we have

Y No=N. (4.18)

If subsystems « € a of the same type a are not further distinguished this implies

Va=Ve If a€a, (4.19a)
P,=P, if aea, (4.19b)
we =w, if aca, (4.19¢)

and

Wap ifa £ B, aca, Beb
Wap = (4.19d)
0 ifa=p

where w_ are the individual transition rates. Furthermore, after introducing the nota-
tions

Wy i= Wy (4.20a)
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and

Np - Wap if b #a
Wap = . (4.20b)
(Ny — 1) -wyp if b = a,

from (4.14) and (4.17) we gain
Y Pix.=1 4.21)
X

and

%Pa =3 [w“ (x|xs ) Py (X' 1) — W (x| x: 1) Py (. r)] (4.222)

x/

with the effective transition rates

W s 1) = wa (s ) 4+ >0 T wap (L Y,y ) Po(y, 1) . (4.22b)

b y Yy

By distinguishing only a few types of subsystems the number of variables is consid-
erably reduced if A << N or N, > 1. Thus (4.22) becomes accessible to a treatment
by computers.

4.4 Properties

4.4.1 Non-negativity and Normalization
If the condition P,(x, ty) > O is fulfilled at a certain time 7 for all states x, the

non-negativity defined by P,(x, t) > 0 will be guaranteed for all later times ¢ > .
Moreover, despite the applied factorization assumption (4.15) we can derive

% (; Py (x, t)) =0, ie. Xx: P,(x,t) = const. (4.23)

which allows the normalization of distribution P,(x, t). The corresponding proofs
are analogous to those in Sects. 3.3.1 and 3.3.2.

4.4.2 The Gaskinetic Bortzmann Equation

The BOLTZMANN equation for fairly rare gases is a special case of Eqgs. (4.22a,). It
results, if one combines in the state

x:=(r,v) (ory :=(s,w)) 4.24)
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the place r (or s) and the velocity v (or w) of a gas particle. By types a we distinguish
different sorts of particles. The spontaneous state changes are given by the motion

dr

i 4.25
=V (4.25)

and the acceleration

dv  d*r . F, (1)

dr — di? T m,

(4.26)

where F;(t) is the force exerted on a particle of mass m,. They are described by the
transition rates

~ o L , Fy (1)
W', vr,v;t) ;= lim — 8| r — (r+vAt) )S|v — (v + At
4.27)

In the KRAMERS-MOVYAL representation (cf. Sect. 6.2) they contribute to Eq. (4.22)
with the divergence terms

Fa (1)

_ Vr[vPa (r. v: r)] —v, [ P,(r. v: z)] . (4.28)

ng

Additionally, state changes result from scattering processes of particles (from direct
pair interactions). These are described by the transition rates

Wap (X', y'[x, y; 1) = W, 0, Wu, w)S(r — r)8(s’ — $)8(r — s) (4.29)

which reflect the collisions of two particles at location r = s and the resulting
velocity changes.
With respect to the densities

pla,r,vit) := NgPy(r, v; 1) (4.30)

where N, denotes the number of particles of sort @ within the considered volume
V', we have the gaskinetic BOLTZMANN equation [26, 154, 163]

0 ( t)
—pla,r,v;
8t10 s Iy Uy
Fy (1)
= —Vr[v,o(a,r,v;t)] -V, p(a,r,v;t)
mg
—|—Z/d3v//d3w/ d3w"v§(:b(v, wlv', w)hp(a, r,v';t)pb, r,w';t)
b

-> /d3v’/d3w/d3w’wg,b(v’, w v, wyp(a,r,v;t)pb, r, w; t).
b

(4.31)
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In most cases the pair interaction rates W/, are expressed by the differential scat-
tering cross section

w! (', wl, w)yd3v'd3w

d®c/, = d% ), (v, W v, w) := Te— (4.32)
Furthermore we have
w, W, wi' w) =wl, (v, wv, w) (4.33)
since the pair interaction rates w,;, are symmetrical (cf. (3.88)):
Wap (x, Y|, ¥) = Wap (x", ¥'|x, ) . (4.34)

(This symmetry is a consequence of the time reversal invariance and the isotropy
of space; cf. [154], pp. 69ft.) Consequently, the gaskinetic BOLTZMANN equa-
tion (4.31) can be written in the form

d
SPa v = Z/d3W/d6%’b v — Wll[p(a, r v Hpb,r,w'r)
b

—pla,r, v 0pb, 1, win) . (4.35)
Here
d 0 Fy (1)
—,O(a,r,v;t): = —,O(a,r, v, t)+vr'[vp(a’r,v;t)] +VU p(a’rv U, t)
dt ot a
0 Fy (1)
= gp(a,r, v; 1) +v-Vepla,r,v;t) + -VWpla,r,v;t)

a

(4.36)
is the rotal (substantial) time derivative which describes the temporal change of the
density p(a, r, v;t) in a transformed coordinate system which moves along with
velocity (v, F,/mg)". Obviously, dp(a, r, v; t)/dt is only given by the scattering
processes. In this sense, BOLTZMANN equation (4.35) is already determined by pair
interactions. In contrast to this, the terms due to spontaneous transitions usually
cannot be eliminated from the general Eq. (4.22): In the case of non-deterministic
transition rates w,(x'|x; 7) the KRAMERS-MOYAL expansion leads not only to
divergence terms but also to further contributions which cannot be eliminated by
a transformation.

In the following, Eq. (4.22) will be called ‘BoLTZzZMANN equations’ if these are
solely given by pair interactions. If, in addition to pair interactions, spontaneous
transitions play a role, it is reasonable to speak of ‘BoLrzMANN-like equations’.
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4.4.3 The H-Theorem for the Gaskinetic BoLrzmann Equation

For the gaskinetic BOLTZMANN equation (4.31) there exists, analogous to
Sect. 3.3.5, a LiapuNov function

H(t) := Z/d% oa, x;t)Inp(a, x; t) (4.37)
a
with the property
dH
= <o. (4.38)
dt

Again, this causes the system to approach an equilibrium. Except for an affine
transformation, H (t) is identical with BOLTZMANN’s entropy function

S = -k :fdéx P(a, x; 1) log, P(a, x; 1) (4.39)
with
Paxin)=ap v =P@xD (4.40)
) ; = a xa == . .
a, X N N

For the proof of (4.38) we first show

dH dp(a, x; 1) op(a, x;1)
— = dox | ———=1 S X )+ ————
dt ;/ * [ ot np@,xi1)+ ot ]

- _ Z/dﬁx Inp(a,x;t) {Vr [v,o(a, X; t)} + Vi, [F;(t)p(a,x; t)]}

a

+Zf/// Inpa. x; t)[w“b(x’ yIx', yhpla, x5 0)pb, y'; 1)
a,b
—Wapr (X', Y |x, y)p(a, x; 1) p (b, y; l)]d6x 5% dSy dy’ wan
= _Z/d6x {Vr[v(p(a,x; t) 1n,0(a, X3 t) — p(a’x; t)>:|

+ Y, [El(l) (@ x:nnp@.x:0) — pla.x: t))“

a

+Zf/// npa, x; t)[%”(x’ yIX', ypla, x"s pb, y's 1)
a,b

—Wap (&, VI, )o@, x5 0)p(b, yi 1) |[dOx dx' dCy (442)
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The term

ap(a, x;t) d / 6 N, oN
d6 — _ d , ;[ — = — 443
;f * dt ;az * pla, x; 1) Z at dt ( )

a

vanishes on the condition that the considered system is a closed system which
implies a conservation of the number of particles. The divergence terms can be
transformed into surface integrals by using Gauss’ divergence theorem (cf. (6.16)).
Due to

lim p(a,r,v;t) =0, (4.44)

lvl|—o00

however, these provide no contributions. Thus the following remains:

dH o~ / / / /
= Z////lnp(a,x;t)[wab(x,ylx s yopla, x5 0)pb, yie)
a,b

—Tap (', ¥ I, Wp(a, x: 0p(b, i 1) |dOx dO dOy dOy (4.45)
:Z////[1np(a,x;t)—lnp(a,x’; t)}

a,b

X Wap(x, yIx', y)p(a, x5 D)p(b, y's d°x d°%' d®y d°' (4.46)

1 / /
=3 Z [lnp(a,x; t)—Inp(a,x";t)+Inpb, y;t)—Inp(b, y ;t)]

a,b
X Wap(x, yIx', y)p(a, x's D)p (b, y's d°x d°% d®y . (4.47)

From (4.45) we come to (4.46) by renaming the variables of the second term in
accordance with x <> x’ and y <> y’. The identity of (4.46) and (4.47) results
by interchanging the variables of two interacting particles «, f and taking into
account

wba(ya xly/’ x/) = Wﬁa(y, xly/7 x/) = W(Yﬂ('xs ylx/’ y/) = wab(x» y|x/’ y,) .
(4.48)

On the condition

f d®x’ / dOy Wap (x, y|x', y) = / d®x’ / Ay Wap (x', y'|x, y) (4.49)
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which is fulfilled due to (4.34) we further have

1 ~ . |
EZ//f/W”b(x’ﬂx’y)[P(a’x;t)p(b,y; 1)
b

— pla, x; Dp(b, yi 1) |d°x d' dy d°y

1 o~ / / / /
= EZ//// [wab(x,ylx Y)pa x'sHpb, Y1)
b

~Rap (', |, Y@, x: Dp(b, i 0 |dx d dCy d°y
=0. (4.50)

This can immediately be seen by renaming the variables in the second term in
accordance with x <> x" and y < y'.

Now, formally adding in the vanishing term (4.50) to (4.47) and introducing the
abbreviations

pla,x";t)p(b, y';t)
pla,x;t)pb, y;t)
V)b, Wt
2Ly =zl v W) = pa,rv; e, rwit) (4.51b)
p(a,r,v;t)p(b,r,w;t)

Zab = Zab(x, yi X', ¥ t) = (4.51a)

we find the relation

dH 1
=32 ][] paxinoe. iz iz -z +1)
a,b

X Wap (x, y|x', y)d®x d®x" d®y d®y'

1
— _EZ/////p(a,r, v;)p(b, r,w; t)(z;blnz;b—zéb-i-l)
a,b

x W), wlv', whd v d®v' dPw dw dr
<0 (4.52)

because of
zpInz,, —z/,+1>0 for z/, >0. (4.53)

Consequently, a system described by the gaskinetic BOLTZMANN equation
(4.35) moves towards an equilibrium. However, without the validity of relation
(4.49) a BOLTZMANN equation can also show an oscillatory or chaotic behaviour
(cf. Sects. 10.3.2 and 10.3.4).
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4.4.4 Solution of the Gaskinetic Borrzmann Equation

According to (4.52), the relation d H/dt = 0 presupposes that the equilibrium con-
dition 7/, = 1is fulfilled. This implies the condition

Va(©) + Yo (W) = Ya(0) + 5w (4.54a)
with
Ya(v) :=Inp(a,r,v). (4.54b)

Obviously, (4.54) is satisfied by the collisional invariants

mass mgy, (4.55a)

momentum mg;v; , (4.55b)
m m

energy 7”|le|2 == IZ(vi)z, (4.55¢)

and linear combinations of these. Inserting
m
Va(v) 1= cama + Z CaiMavi + g Z(vi)z (4.56)
l 1

into (4.54) and representing the density of particles of sort a at location r by p(a, r)
we obtain

pla,r,v) = p(a,r)P,(v) (4.57a)

with the MAXWELL-BOLTZMANN distribution

I =)/ (200) 1 —(0—(v)0)2/(20,)
P - - i ila a - - a a )
a(v) l_[ (me @ro)
(4.57b)

Here (v), has the meaning of the mean velocity of the particles of sort a. o, is
related to their absolute temperature T, via the BOLTZMANN constant k:

oq = kT, . (4.58)
For the determination of the time-dependent solution of the gaskinetic BOLTZ-

MANN equation there exists a (rather complicated) recursive method which was
developed by CHAPMAN [38] and ENSKOG [64] (cf. [170], pp. 1871t.).
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4.5 Comparison of Spontaneous Transitions
and Direct Interactions

In the following we will elaborate the interrelations and differences between spon-
taneous transitions and direct interactions.

4.5.1 Transitions Induced by Interactions

Let us assume that we have A’ = A + B types a of elements and that the elements
of all types are able to change their states only by pair interactions. Provided the
dynamics of all A’ types is known, it is described by the BOLTZMANN equations

—P(x t>—ZZZZwab<x Yy Py 1) Pa(x, 1)

b=1 x’

—ZZZZwab(x VI, yi D) Py(y, 1) Palx, 1) (4.59)

b=1 x’

(a € {1, ..., A+ B}). If, however, only the dynamics of the A typesa € {1, ..., A}
is known, it obeys the BOLTZMANN-like equations

%Pa(x, n=Y" [wa (x|x's ) Pa(x' 1) — wo(x|x: 1) Py (., t)] (4.60a)

x/

with

A
w s 1) = wa (I ) 4+ )Y Y wap(x, ¥ e, yi ) Py(y, 1) (4.60b)

b=1 y

The connection with (4.59) is given by

A+B
wa'lxi) = D> Y Y wap (Y |x v Py, 1) (4.60c)
b=A+1 Yy y

So the transition rates w, may describe transitions which are induced by unknown
pair interactions.
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4.5.2 Exponential Function and Logistic Equation

Let us consider the case of one type a of subsystems (A = 1) which can change
between S = 2 states x = x € {1, 2}. Then there is

P2, t)=1—P(,1) (4.61)

where subscript a was omitted. If only spontaneous transitions occur and the tran-
sition rates are time-independent, the corresponding BOLTZMANN-like equation is
the master equation

%P(l, 1) = w(l|2)P(2, 1) —w|1)P(1, 1)
= w(l[2) — [w(1|2) +w(2|1)]P(1,t). (4.62)

Its solution is the exponential function

P, 1) = P(1) + [P(l, o) — PO(I)]e_W_tO) (4.63a)
with
PO1) := wilf2) < (4.63b)
w(l2) + w2|1)
and
A =w(l]2) +w2]|l). (4.63¢)

If, in contrast to this, only direct pair interactions take place and if the transition
rates are again time-independent, the corresponding BOLTZMANN-like equation is
the BOLTZMANN equation

%P(l, t) = _w(l, 112,2)P2,t)P(2,t) +w(1,2]2,2)P(2, 1) P(2, t)_

— [w@, 111, 20P@, P, 1) + w2, 2]1,2) P2, 1) P(1, 1))

+ _w(l, 112, DP(,0)P2,t) +w(, 2|12, ) P(1,2)P(2, t)_

— _w(2, 11, HP, )P, 1) +w(2,2|1, ) P(1,¢)P(1, t)_

—Ci[P(, D>+ C2P(1, 1)+ C3 (4.64)

where C1, C3, and C3 are constants that are determined by the pair interaction rates
w together with (4.61). After introducing

= /(C)? +4CC3
B 2C

ol,t):=pP1,1)-C and C: (4.65)
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we can transform (4.64) into the logistic equation

d B o, 9
ZQ(l,t) =rQ(l,1) (1 00(D) ) (4.66)
with
ri=Cy—2Ci1C =/ (C2)2 +4C,C; (4.67a)
and
0,y T V(C2)?+4CiCs
0°(1) := c = c, . (4.67b)
(4.66) has the solution
0°(1)
1,1) = . 4.68
etho 14 Q) = 001, 10) —ru—) (468
+ e
01, to)

The exponential solution of (4.62) and the logistic solution of (4.64) are compared
with each other in Fig. 4.1.

Fig. 4.1 Comparison of an 1.00
exponential solution (—) and B it --
a solution of the logistic

equation (——) 0.75

— 0.50

0.00 2.50 5.00 7.50 10.00

4.5.3 Stationary and Oscillatory Solutions

In the case of exclusively spontaneous transitions with time-independent transition
rates (W*(x’|x; 1) = wy(x'|x)) the BOLTZMANN-like equations for the temporal
evolution of the distributions P, (x, t) have the form of master equations (cf. (4.62)).
According to the discussion in Sect. 3.3.5, P,(x, t) converges in the course of time
to a unique stationary equilibrium distribution P(? (x).
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In contrast to this, there exist BOLTZMANN equations for pair interactions which
have various stationary solutions, oscillatory solutions, or chaotic solutions even
in the case of time-independent pair interaction rates (cf. Sects. 10.3.2 and 10.3.4).
However, this presupposes that condition (4.49) is violated so that the H-theorem
does not hold.



