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Abstract:  We consider the problem of minimizing an lsc proper function. A locally superlinearly 
convergent method is given by the SCD (Subspace Containing Derivative) semismooth* Newton 
method for solving the first order necessary optimality conditions. We will discuss how to 
compute the SC derivative of the subdifferential mapping defining the linear system for the 
Newton direction. In order to globalize the SCD semismooth* Newton method, we combine it 
with some variant of the proximal gradient algorithm. We are able to show that every 
accumulation point of the sequence produced by our algorithm is S-stationary, and under some 
semismoothness* and regularity assumption, convergence is superlinear. Superlinear 
convergence is retained if the linear system defining the Newton direction is only approximately 
solved by the method of conjugate gradients. Some numerical examples are given. 
 
 
 
Link de zoom:  
https://reuna.zoom.us/j/5185702306?pwd=cEtaeGVqUk1ZY0lkQ2Z0WU4yNlFmUT09 
 
 
 
Miércoles 19 de Julio de 2023, 16:15 Hrs.  
Sala de Seminarios John Von Neumann del Centro de Modelamiento Matemático (Beauchef 
851, Edificio Norte, Piso 7). 
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